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Studying linguistic shift

• Distributional semantic models indicate how words are 
used in a specific corpus


• potential bug for creating good semantic models: 
quality of the model highly


• potential feature for studying differences in language 
use



Language change
• The meaning of words can change over time, moderately 

or drastically:


• a specific aspect of meaning changes (more specific, 
or general) (e.g. to detail)


• a new meaning/use of the word is added next to its 
original meaning (e.g. cell)


• a new meaning of a word becomes dominant (e.g. gay)


• the overall meaning of a word shifts (e.g. awful)



Studying linguistic change

• Investigate how words are used in various corpora


• Distributional semantic technologies provide a way to do so 
on a large scale:


• models of the full vocabulary in a given point in time


• semantic representation of each word can be compared



From Hamilton et al. (2016)a



Corpora
• Google N-grams: 1505 - 2009


• 850 Billion words


• Different biases across decades


• Google literature: 1579 - 2009


• 75 Billion words


• One genre only


• COHA: 1810 - 2010


• 420 Million words


• Carefully balanced across genres



More details
Decade Google 

All
Google 
Fiction COHA

1900 13.47B 1.11B 22.5M

1910 12.56B 0.93B 22.7M

1920 11.99B 1.14B 25.6M

1930 11.65B 1.08B 24.4M

1940 11.68B 1.04B 24.1M

1950 17.68B 1.64B 24.4M

1960 31.95B 2.27B 23.9M

1970 41.98B 3.13B 23.8M

1980 54.32B 6.37B 25.2M

1990 82.49B 11.3B 27.9M
Based on Sommerauer (2017)



Hamilton et al. 2016a

• Embeddings from Google corpora & COHA


• Created using:


• PPMI


• SVD


• word2vec: SGNS negative sampling 
=> next decade initialized by model from previous decade



Hamilton et al. 2016a

• Law of conformity 
 
=> inverse power-law between word frequency and 
change 

• Law of innovation 
 
=> higher rate of semantic change for polysemous words



Methods 

• Pairwise comparison: 


• did the distance between v1 and v2 change from time t 
to time t+1?


• Individual comparison:


• when comparing v1 in the model for time t to v1 in the 
model for time t+1, how much did the vector change?



Individual comparison

• PPMI: keep dimensions stable


• SGNS & SVD: align the models minimizing differences 
between cosine similarities



Test words

From Hamilton et al. (2016)a



Test words & results

From Hamilton et al. (2016)a



Identified shifts

From Hamilton et al. (2016)a



conformity & innovation

From Hamilton et al. (2016)a



Global vs Local Comparison

From Hamilton et al. (2016)b



Method

• Global change: as before (shift of vector itself from one to 
the next)


• Local change: secondary based on cosine similarity of the 
words 25-nearest-neighbors 



Nouns vs Verbs

From Hamilton et al. (2016)b



Case study

From Hamilton et al. (2016)b



Global vs Local Change

• Why this difference?


• What does it mean?


• Polysemy/frequency effect?



Studying Shifts using 
Embeddings

• What problems might arise with these methods?


• How can these be addressed?
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